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Abstract:
In this tutorial, I will start with my personal view on the study of machine learning. The issues can be considered as four modules connected in a hierarchical way as “what to learn?”, “how to learn?”, “what to evaluate?” and “what to adjust?”. The first issue, also called “learning target selection”, does not receive sufficient recognitions within our community if compared with the existing investigations on the subject of “feature selection”. The tutorial will present the “information theoretical learning” (also termed ITL by Principe, et al. 2000, 2010) in relation to the issues. The objective of the tutorial is to demonstrate that ITL will not only present a fundamental understanding to the learning target selection, but also lead to new classification tools in machine learning. 
The tutorial will focus on pattern classification in the basis on ITL. I will introduce the novel theory of abstaining learning for both Bayesian classifiers and mutual information classifiers. Abstaining, or a reject option in classification, is one of the most important behaviors in real-life decision making from humans, which may significantly reduce total cost or risk in applications. Based on the theory, I will introduce the cost-free learning from the real-world data sets in comparison with cost-sensitive learning. The significance of the cost-free learning is demonstrated in the background of class-imbalance problems when costs are unknown for both errors and rejects. The connections between the empirical measures and information measures are presented. The fundamental relations are upper bound and lower bound for both Bayesian error and non-Bayesian error with respect to conditional entropy in binary classifications. I will also demonstrate 24 information measures in the evaluation of abstaining binary classifications. The tutorial is concluded by the further discussions on the emergences of abstaining learning and cost-free learning in the context of “big-data” classifications.
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